
Dionysios Diamantopoulos, Christoph Hagleitner

Heterogeneous Cognitive Computing Systems Group

IBM Research – Zurich

(did,hle)@zurich.ibm.com

HelmGemm: Managing GPUs and FPGAs for 
transprecision GEMM workloads in containerized 
environments

July 15-17, 2019, Cornell Tech, New York



2
Homogenous was yesterday’s approach

The AI era requires a new one 

Legacy Approach

Modern Approach

ONE SIZE FITS ALL -
Approach all 
application 
requirements with a 
single non-optimized 
building block 

Leverage optimized 
servers designed for 
the AI era and the 
vastly different 
requirements  2
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Typical use-cases in need of advanced computing



Systems designed to 
crush Big Data and 

AI workloads

▪ Big Data 

Workloads

▪ Enterprise Private 

Clouds

▪ Data Intensive 

Workloads

▪ Deep Learning
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Acceleration options for POWERTM

▪ Thousands of tiny CPUs using high parallelization

▪ compute intensive application

▪ SIMD-oriented workloads

GPU FPGA

▪ Logic + IOs are customized exactly for the 
application's needs. 

▪ Very low and predictable latency applications

▪ MIMD-oriented workloads



HelmGemm Motivation

The observation! 

-53x 
GPU memory sharing in containerized systems can lead to 

GPU performance inefficiencies that fall within the performance 

envelope of FPGAs, which operate on a power budget one

order of magnitude lower.
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HelmGemm components

Docker container service: multi-tenant 
environment with a high-level API to 
provide lightweight containers that run 
processes in isolation 

Kubernetes management: deploy, 
maintain, and scale applications

HelmGemm extension: hardware, 
middleware and software

Hardware support : 4xGPUs, 2xFPGAs
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Visit our poster 
to discover the 
HelmGemm
micro-
architecture !



28.7x more energy efficiency

59.3x more performance

$21,878 $30,587

83 G(fl)Ops/sec 4.94 T(fl)Ops/sec

POWER9 AC922
POWER9 AC922 + V100 + 9V3

0.16 G(fl)Ops/sec/Watt 4.78 G(fl)Ops/sec/Watt



Thank you
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