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Why Molecular Dynamics Simulation is so important ...

= Core of Computational Chemistry
= MD is a large fraction of supercomputing cycles (~25%)

= Central to Computational Biology, with annlicatinne tn

—> Drug design
— Understanding disease processes
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Why Acceleration of
Molecular Dynamics
IS so iImportant ...

Source: folding @home

Ims of simulated reality for a 90K particle simulation takes

8 cores (PC) 4000 years

1K cores (cluster) 30 years

1.6M cores (Sequoia) 27?  >> scale 90K particles to 1.6M cores?
0.5K ASICs (Anton) .1 years

Question — Can we get similar performance w/ off-the-shelf components?
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Time and Length Scales in Biology

chemical
reactions

backbone
librations

Time scale, s

Paradox:
More compute node to shorten computation time

bacteria eukaryote
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proteins virus tophore  cell scale cell scale
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1 Particles Weak Scaling

T N & (works!)
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Current limit on

L : : : strong scaling w/
Communication latency increasing with # of hops CPU/GPU clusters
2+ order of
magnitude gap

*& Yo#!
Strong Scaling Classic MD
(very hard!)

perhaps not viable



N
Time and Length Scales in Biology
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Crucial applications!

* Protein Folding
* Drug Discovery




High-Performance Communication and Application on FPGA-Centric Clusters

FPGA/MD Road Map

2008 2008

Single FPGA 3x better thap GPU © Anton 100x better than anything!

But FPGAs are too expensive @ But costs $??? and is not available

FPL2009, TRETS2010, FCCM 2011 —> Shows potential of clusters w/ ultra-low latency
2014

FPGA Clusters demonstrate strong scaling ©
But proof-of concept only. And FPGAs still not viable. ®®
HPEC2014, HEART2015

2016-Present - FPGAs become plausible HPC devices ©© | | 2016
Anton II still 100x better than anything!

Today — Time to buil.d FPGA cluster for MD? But costs $??? and is not available
We know strong scaling will work - Shows potential of clusters w/ ultra-low latency
BUT

Is single FPGA performance still competitive?
ASAP2019, SC2019




Molecular Dynamics Range-Limited Force Evaluation Optimized for FPGA

. . - Coulom&/@
Molecular Dynamics Simulation I,
onded Van der Waals
[ | Why MD Important? [ | Why MD IS hard? %CouﬁegyofMDGRAPE
= Core of Computational Chemistry Floal _ pbond | pangle | torsion | = H = non—bonded
= Central to Computational Biology, with ! —————— | ally O, performe
applications to Generally O(n) on accelerators
= Drug design l'
- Understanding disease processes All-to-all communication, hard to scale
Paradox:
= What need to be done? o
_ More compute node to shorten computation time
= Force Evaluation Communication latency increasing with # of hops
= Bonded force
= Non-Bonded force = State-of-the-Art
= Motion Update 1ms of simulated reality for a 90K particle
d2r 8 Cores PC 4000 years
= m—
4 Moti
90% otion TR 1K Cores (HPC cluster) 50 years
0.5K ASICs (Anton) 0.1 year

| -
Question: Can we get similar performance with COTs like FPGA?
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Outline

= MD Background
= Single-chip End-to-end MD System Implementation
= Evaluation

= Future Work:
= Multi-FPGA Strong Scaling
= Communication Pattern Analysis
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Background: Non-Bonded Force and O(N?4) Complexity

L]
= Lennard-Jones Force: i _ zi”{u
= Decays quickly.... Cut-off!| 1 7=
Ff
= Coulombic Force: T qz

= Does not decay fast enough.....
= Partitions!
= Short-range part:
= Directly computation
= Long-range part:
= Flat curve
= Particle mesh Ewald algorithm
= Update every few iterations

¥

Not on critical path

Uab>14 i (%)8}
7‘ji| |7"ji|

Short-range
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T
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Lennard-Jones Force

Cut-off approximation

Coulombic Force



Molecular Dynamics Range-Limited Force Evaluation Optimized for FPGA

Fundamental problem: computation is noton

particles, it's on particle PAIRS ¢ EIKISE

Analogous to MMM, 3 solution based on spatial locality

= Each (reference) particle is part of many particle pairs : - -
(neighbor set) o lole j°e

= Each “other” particle interacts with its own (different) B
neighbor set of particles e

= Method 1 — Coarse spatial sorting by cell
= Problem: 85% of work is unnecessary

= Method 2 — Each particle maintains its own list
= Problem: Large preprocessing overhead Z [ |y

= Problem: Lots of storage L»x
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Background: Cutoff Radius and Cell-list

= Cutoff Radius r_:

= Evaluate the non-bonded force when distance within r,
= F=0whenr>r,

= Cell list:
= Cell size =12
= Given reference particle P, only evaluate neighbor particles
within 26 nearest neighbor cells

= Newton’s 3" Law:
= Particle interaction is mutual -> Only evaluate half particles within

cutoff

= Filtering:

= Remove unnecessary particles outside cutoff
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MD Related Work

Software toolkit (Targeting CPU and GPU Cluster)
= Amber, NAMD, OpenMM, Gromacs, LAMMPS, etc.

GPU
= GTX1080Ti (Courtesy of Silicon Therapeutics)
= OpenMM with OpenCL (86.21 ns/day)

ANTON2

A35-00005-01
ECRSB002828-1R

MDGRAPE-4
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Where we are now...

= FPGA/GPU work rely on off-chip device to host/process the input/output

= Not enough on-chip ram -> Particle data in DRAM
= Host generate: input particle-pairs ) Long Laten Cy

= Host perform: Motion Update & Particle Migration
What if we can keep all the data chip?
= New Opportunity ...

= High-end FPGAs now featuring ~200 Mb on-chip SRAM = Enough for Small Dataset
= MGTs featuring high-bandwidth, low-latency communication = Djstributed Storage
= Support for native floating-point =) Better accuracy

More resources on-chip = More function units

m\t’s fime...

\\\"? for an end-to-end MD system on FPGA(s)!

* Ty, ‘.

-
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Outline

= MD Background
= Single-chip End-to-end MD System Implementation
= Evaluation

= Future Work:
= Multi-FPGA Strong Scaling
= Communication Pattern Analysis
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Single-Chip End-to-End MD Architecture

= Dataset: Liquid Argon

= Monoisotopic Element = LJ interaction only

= Particle Cache
= Position, Velocity, Force

= Filter Banks
= Multiple filters per pipeline with buffers

= Force Evaluation
= Non-bonded force evaluation

= Accumulation

= Accumulate particle force to both reference particle
and neighbor particles

Motion Update & Particle Migration
= Update particle position
= Update particle velocity

= Velocity Cache 4

= _

—(ad (@ (@) Po®@ondBche(@] (@ (@) [
[Ref Particle Pairs Generation Neighbor
T ¥ v Vv . A AN A 2
Sy 7S 7 N N S o
Ll N4 N/ N/ N/ N/ N/ N/ N/

E | | | |
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¥ T —¥ I 2 K 2NN 2
Filter Arbitration
Forcﬁeline
\ 2 A 4
Ref | v Force Negation - v |
ACC Neighbor Neighbor Neighbor Neighbor
Acc Acc eoe Acc Acc
T £ ESS <> <z
Forceache
- =
-> Motion Update -
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= QI1: Which Memory Resource?

Mapping: Particles on Memory Modules

Position Cache

= MLAB: lut-based, suitable for small size |

lIn Céchel lin Cghel

= IM20K:[flexible, large capacity, high-performance

Force M

Mem 1: Single Global Memory

= eSRAM: large capacity, low-latency, low flexibility, low Pair Gen| [Pair Gen

availability El---[El [E].--|F

= Q2: Unified Mem or|Sperate Mem|for Different Force 1] [Force 2
Datatypes?

= Position, Velocity, Force
= Different access time & access frequency

= Q3: Single Global Mem or Individual Cell Mem?

= Mem 1: Single Global Memory
= Simplified wiring, but limited rd&wr BW

= Mem 2: Individual Cell Memory
= Complex wiring, but sufficient BW

| TBD |

Cell 0 Cell 1| eeeeee [CellN
= |
v ¥ v v v 3
Pair Genl Pair Genl Pair Genl
F XK F F XK F [} F XK F
I 2 I 2 28 I 2 I 2 I 2
Force 1 Force 2 Force M

Mem 2: Individual Cell Memory
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Mapping: Workload on Pipelines

= Distribution 1: Pipelines
working on same reference

particle

= Distribution 2: Pipelines
working on same cell, but
different reference particles

= Distribution 3: Pipelines
working on different

homecells

—> CN CI\+1 CN+2 C +13
- —t— —_—
- o _— Him i i
oYY .. NN P N Y. P 7 7 7
é A AN AR AC A AN AR A A ANA A A *°° A AN A N
T
N ~— —~ > ~l__b—
| Force1| |Force2]| |Force3] cee Force M
Adder Tree
' |
Chir
Cy l
* V* * "* vV VV \ 4 \ A 4 vV VV v v C
» N+2
I oYY Y...0 A Y...n ...
=N AN AN A4 MM AN W, \ AN AN W, .
. 2 2 ; v ¥ ¥ % 2 T . 2 ; (2 .
sum = /\ — / \ / ™
1 | Acc+ Force 1 | | Acc]+ Force 2 | Acc [+ Force M N+13
L 4 \ 2 v v L 4 \ 2 v v L 4 \ 2 L L
C1 C? C'z Cm C? CQ CA Qw; C C C_:N+? C|§|+1
o v VYV VvV vV o v VYV VvV vyvl o o 'V VYV VYV vV
of Y Y FY... of Y Y FY...0Nl el Y FY...[ )
=01 A NJ \_J HMUVBYRY, LAl o |=EMNA M MY \_J
L L L
¥ ¥ ¥ ¥ L ¥ ¥ ¥ L 2 ¥ ¥ ¥
\ / \ / \ /
~ ~ ~
— AcclH Force 1 |~ “~— Acc|+ Force 2 — — Acc|+ Force M —




Molecular Dynamics Range-Limited Force Evaluation Optimized for FPGA

Mapping: Workload on Pipelines

= Distribution 1: Pipelines working on same

reference particle

—1Cy Chi1 Chio Cri1z
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Mapping: Workload on Pipelines

= Distribution 2: Pipelines working on same cell, but
different reference particles

' I
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Mapping: Workload on Pipelines

ri o 1%l o | o
= Distribution 3: Pipelines working on different o %l Sls Lo
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Implementation: Filter Logic

= 8 Filters per Pipeline

3
= AveragePassRate = 237>< =

Tc

~ 15.5%

= > 7 filters to guarantee a throughput of 1

= Direct Computation
= Datatype: Single Precision
= 12 = Ax?+ Ay? + AzZ?< 1?
= DSP usage: 10
= Planar Method!]
= Datatype: Fixed Point
= x|+ Iyl + |z < V3r,
= DSP usage: 0
= Qverhead: 7% extra work

+/

+/= Box Length

(0 (7 (P vaorty cocnel J (J (D
@ @ @Position Cache@ @

Neighbor|

Acc | [Neighbor
Acc
| (7

Xj XJ Yi yJ Z; ZJ

—:Box Length 4—~& /- Box Length ’ +/- Box Lengt?i @Comparator

[ |

[ I

I : @ Floating-Point

I Adder

[ [

' :

[ 2 2 2 2

e e e e e e o _AZ_ iA_3’_+_Ai _<:C_| G) Floating-Point
. . Subtractor

Direct Computation
Xi Xj Yi Yj Zi Zj

Floating-Point
1 Multiplier
| . :
I @ Fixed-Point
Adder

Fixed-Point
Subtractor

Planar Method

* M. Chiu, Molecular Dynamics Simulations on High Performance Reconfigurable Computing Systems, ACM-TRETS (2010)
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Imple: Force Evaluation using Interpolation

| Single Float | il Z(Aabr_14+B

= [nterpolation: Sections and Intervals

= Divide the curve into multiple sections
= Each section is doubled range compare with previous

= Same # of intervals within each section

sign exponent(8-bit) fraction (23-bit)
|| ---l ------ |
DOl11'1IOCrDIGDDGD[;GDGGDGGDGGDGGDG

31 23 . 0
Locate Segment Locate intervals

= Each interval: Interpolation with polynomials
= r*=(C(x—a)+C)(x—a)+C,

= Force Evaluation with Table Lookup
= Pre-calculate coefficients and store in lookup tables

= Using R? as table lookup entry
RL

— = AgpRua(|7il ) + BanRa(lrial )
ji

]-'/-‘l

@Adder -—- X -____

Box Length +/- Box Length

)

(7 (7 (7 vetooty cacne) () (P |5

@@@P siton Ca h@@@

+/ Box Length 0 +/ Bo Lengtli

ej')oe i

R? = AX® + Ay® + Az
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Implementation: Partial Force Accumulation

= Task:
= Accumulate to Reference & Neighbor Particles — Velocity Cache <
= Challenge: — Position Cache <
= DSP Latency: 3 cycles [Ref Particle Pe?rs}Generation Neighbor
- TS A A A S A AL A SEE A GEENR A ANNN 4 ammm L o
= Reference Particle Acc 5N N H H H H R B
) ] ] _ Il A A4 A4 KA K A A A
= Location: output side of force pipeline o o : : . : o 5 :
- 5
= Accumulating to same value e e i e e e i
= Sol: Accumulate to 3 different temp values | Filter Arbitration |

Neighbor Particle Acc

| Force Negation
. . . Ref 2 2 v v
= | ocation: |npUt side of force cache Neighbor| [Neighbor Neighbor]  [Neighbor
. . ] Acc Acc e Acc Acc
= Accumulating to different values most of the time - S ze <
= Chances accumulating to same value Force Cache

= Sol: Data hazard detection by checking active ID Motion Update




Molecular Dynamics Range-Limited Force Evaluation Optimized for FPGA

a(t) = Q)

Imple: Motion Update & Particle Migration s+ an = s + ae x ac

r(t+ At) = 7(t) + v(t + At) X At

= Motion Update N PL
= Classic Newtonian Law
= Frequency: once every simulation timestep

1 K

O

At

At 1
v ’[?y =

Ty

BoundCache

= Datatype: Floating Point

= Particle Migration
= Small timestep -> Migrate within nearest neighbor
= Cell Boundary: Table lookup
= Cell Particle Update: double buffering in Pos&Vol Cache
= Write new particle to alternative set of memory
= Avoid maintaining list of vacant memory space

2

Motion Update Datapath

Tz

Cnvi G Cyn
po| (@] |Po
pa| (@] |P2
P2| (@ |@2

| |8
PX

On-Site Update

[ Motion Update

Position & Velocity Cache
Cnot Cy Cria
po|Px| |€D PO
P1 P1 P1
P2 P2 P2
PM PM

Update with Double Buffer



Molecular Dynamics Range-Limited Force Evaluation Optimized for FPGA

Outline

= MD Background
= Single-chip End-to-end MD System Implementation
= Evaluation

= Future Work:
= Multi-FPGA Strong Scaling
= Communication Pattern Analysis
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Evaluation: Experimental Setup

* FPGA: Reflex XpressGX S10-FH200G Board

= |ntel Stratix 10 1SG280LU2F50E2VG
= Abundant DSP and RAM Resources:

RAM Blocks DSP Units

933,120 11,721 5,760
= MD Dataset:

= Liquid Argon Dataset: 20K atoms -> Generated by Packmol™!, only has LJ interaction

= MD Benchmark:

= Amber: software-based benchmark, support CUDA

[1] L. Martinez, R. Andrade, E. Birgin, and J. Martinez. PACKMOL.: a package for building initial configurations for molecular
dynamics simulations. Journal of Computational Chemistry, 30(13):2157-2164, 2009.
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section

Evaluation: Interpolation Accuracy =\

PR S S S S S Y e s a2 n g R £ A4
et +—t—t——+—+—+—+—+

= Which interpolation order?
= How many intervals per section?

1st Order 99.7700 99.9336 99.9842 99.9960 99.9990

2" Order 99.9899 99.9988 99.9998 99.9999 99.9999

34 Order 99.9996 99.9999 99.9999 99.9999 99.9999

More DSP

Higher order = More DSP usage & More index to store
More Intervals # More memory usage

DSP <> Block RAM
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Evaluation: System Resource Utilization

Quick Recap:

= 2 particle-to-memory mapping:

= Mem 1: All particle in a single large memory unit

= Mem 2: Individual cell memory
= 3 workload distributions:

= Distribution 1: All pipelines working on same reference particle
= Distribution 2: All pipelines working on same homecell, but different

ref particle

= Distribution 3: Pipeline working on different homecells

= Total of 6 combinations

Position Cache | [Cell0] [Cell 1] Cell N
1

In Cache] [In Cache In Cache ! 1
:Palr Gen: :Palr Gen: Pair Gen [Pair Genl |Pa|r Gen| Pair Gen|
E-HE-B--0-0 @-BE-0- ]:l

[Force 1] [Force 2| [Force M] | Force 1| [Force 2 | [Force M|

Particle-to-Memory Mappings

Workload Distributions
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Evaluation: System Resource Utilization
__

Designl:

Design2:
Design3:
Design4:
Design5:
Design6:

= Design 2 & 4: require all-to-all connection between distributed cell mem and pipelines

Mem1+Distl
Mem2+Distl
Mem1+Dist2
Mem2+Dist2
Mem1+Dist3
Mem2+Dist3

728,678(78.1%)
740,954(79.4%)
728,378(78.1%)
740,654(79.4%)
746,561(80.0%)
753,060(80.7%)

8,530(72.8%)
5,078(43.3%)
8,320(70.1%)
5,078(43.3%)
8,734(74.5%)
8,420(71.8%)

2,772(48.1%)
2,037(35.4%)
2,391(41.5%)
1,656(28.8%)
2,436(42.3%)
2,466(42.9%)

338
343
340
346
346

# Pipe

10
10
10
10

10
10

= Design 1 & 3: Design 1 requires a large adder tree to sum up partial results from all pipelines, thus

slight less pipelines

= Design 5 & 6: no adder tree, no all-to-all connection
= |n general, Mem1 seems beneficial due to simplified interconnection

Global Memory is the way to go??
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Evaluation: Simulation Time Performance

(ns/day) C.HC, HC, HC. e C, B c. HC, HIc

CPU (i7-8700K) 1-core 71,300 2.42 Haieshis iiiaseials i
CPU (i7-8700K) 24-core 11,800 14.64 ¢ -2 e B
GPU (GTX 1080Ti) 402 430.05 VI A
Designl: Mem1+Distl : 2.72 — =

Design2: Mem2+Dist1 941.45 Heslletlostne
Design3: Mem1+Dist2 207.72 |
Design4: Mem?2+Dist2 677.53

Design5: Mem1+Dist3 959.43

Design6: Mem?2+Dist3 1412.98

: Besign é%é&%ﬂ%&ﬂ}%{%&@bﬁaﬂ&l@ﬁ&%wm&ﬁ%ﬁ%@&ﬂgﬁ%
B|B§| geidfRitation

SI8H 3: BHSHASAS AR aRUARERY Lt e TRy BERAYI AR Brdatgrgn s hided

mputatlon time
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Outline

= MD Background
= Single-chip End-to-end MD System Implementation
= Evaluation

= Future Work:
= Multi-FPGA Strong Scaling
= Communication Pattern Analysis
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Coulomb
Future Work on MD: Full Evaluation
Coudesy of MDGRAPE
= What we achieved Ftotal _F bond = angle n Ftorsion L F H = non—bonded
. . . [ o
= Particle Pair Generation nitiall O‘; cormed
. . Generally O(N), performed on host nitially O(n?), performe
= Short Range Pipeline on coprocessor
* Motion Update 000 O™ 0 00 0 k0 0 0 0 e 7 (7
N
: R Evaluation
- TO be done »I-:{L EvaluatIlfanrticle Pairs Generation i @ @ @ LR Pos Cache@ @ @
o | | I | | | [ Neig§bor L)
- LOﬂg-Range Part 5 R S R A S | Particle to C:{rLich;Assignment | 8
[y 1
= The O(N) part: - g g % g (7 (7 () erid Memﬂ_@ DO 12
= Bonded Eorce [ FlerAmiaion ] | FFT/IFFT | 3
. [ Force Pipe'Iine | | Particle Force | Particle Force || Particle Force -g
= Angle, torsion, etc. o | s — — S
Acc NeiAg;cbor NeE:cbor vee Ne}i\g:cbor Ne:g:cbor CF?rCT (tX) CF(:rCT (tY) CF(I)rCT gZ)
{) alculation aiculation alculation
aJaJafotoAalala) ,. alajal=t>dala]a;
X5 <5 Jr
| - Sumnpation - |
>| Motion Update |+
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Future Work: Multi-FPGA Communication Pattern r

+—>
I © o 0° ° o ¥ coo © ° > ° :: ol |1
= Each FPGA Handles a Single Cell: °_| o o Jo®lo Teof o Jo o I
oo° oooo oo/o\oooo ° 4 o o o
= Exchange with 26 neighbor nodes ° o |° %_‘\ o ol od °lo®
ol © oooo ooPoooo o o oooooo
= Newton’s 3 Law -> Half Shell Method* , fe.].2]o® "2 [o S / B O R P
= Exchange with 13 | v]o "o % |2 ol o lo’30 °° e %, [a
> X
= Data Movement:
= Export position data = Import and sum partial forces
o © to b_o__ oo OoO o t o ] oooo |
Multicast o o | . ° of o Reduction
AT e, ofeis]l.
O O O o
+—> T

* D. Shaw, A Fast, Scalable Method for the Parallel Evaluation of Distance-Limited Pairwise Particle Interactions, Computational Chemistry, 2005



Molecular Dynamics Range-Limited Force Evaluation Optimized for FPGA

Future Work: Mapping Cell onto Multi-FPGA

= Mapping cells to FPGA*
= Case 1: Single Cell per FPGA
= Multicasting to 13 neighbor nodes in 3D (single cell)
= Case 2: Multiple cells per FPGA
= Multicasting to 13 neighbor nodes in 3D (multiple cells)
= Case 3: Single cell on multiple FPGAs
= Multicasting to 62 neighboring nodes (partial cell)

Node

Cell

Home Cell

Neigh Cell

R

C

R R

C

* B. Towles, Unifying on-chip and inter-node $witching wighin the Anton 2 network, Computer Architecture News, 2014
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Thank you!
Q&A




